
42

Suppressing the Search Engine Manipulation Effect (SEME)

ROBERT EPSTEIN, American Institute for Behavioral Research and Technology, USA
RONALD E. ROBERTSON, Northeastern University, USA
DAVID LAZER, Northeastern University, USA
CHRISTO WILSON, Northeastern University, USA

A recent series of experiments demonstrated that introducing ranking bias to election-related search engine
results can have a strong and undetectable influence on the preferences of undecided voters. This phenomenon,
called the Search Engine Manipulation Effect (SEME), exerts influence largely through order effects that
are enhanced in a digital context. We present data from three new experiments involving 3,600 subjects in
39 countries in which we replicate SEME and test design interventions for suppressing the effect. In the
replication, voting preferences shifted by 39.0%, a number almost identical to the shift found in a previously
published experiment (37.1%). Alerting users to the ranking bias reduced the shift to 22.1%, and more detailed
alerts reduced it to 13.8%. Users’ browsing behaviors were also significantly altered by the alerts, with more
clicks and time going to lower-ranked search results. Although bias alerts were effective in suppressing SEME,
we found that SEME could be completely eliminated only by alternating search results – in effect, with an
equal-time rule. We propose a browser extension capable of deploying bias alerts in real-time and speculate
that SEME might be impacting a wide range of decision-making, not just voting, in which case search engines
might need to be strictly regulated.
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1 INTRODUCTION
Algorithms that filter, rank, and personalize online content are playing an increasingly influential
role in everyday life [27]. Their automated curation of content enables rapid and effective navigation
of the web [94] and has the potential to improve decision-making on a massive scale [40]. For
example, Google Search produces billions of ranked information lists per month [22], and Facebook
produces ranked social information lists for over a billion active users [57].
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However, algorithms are human inventions, and as such, characteristic human elements – such
as intentions, beliefs, and biases – inevitably influence their design and function [14, 113]. Re-
cent research has shown that society’s growing dependence on ranking algorithms leaves our
psychological heuristics and vulnerabilities susceptible to their influence on an unprecedented
scale and in unexpected ways [11, 30, 69, 96, 114, 124]. For example, race and gender biases have
been documented in the rankings of candidates in online job markets [55], and algorithms have
been shown to learn similar biases from human generated text [14]. Experiments conducted on
Facebook’s Newsfeed have demonstrated that subtle ranking manipulations can influence the emo-
tional language people use [69], and user studies have shown that people are generally unaware
that the Newsfeed is ranked at all [33, 35]. Similarly, experiments on web search have shown that
manipulating election-related search engine rankings can shift the voting preferences of undecided
voters by 20% or more after a single search [30].

Concerns about the power and influence of ranking algorithms that have been expressed by
regulators and users [101] are exacerbated by a lack of transparency. The inputs, parameters, and
processes used by ranking algorithms to determine the visibility of content are often opaque.
This can be due to the proprietary nature of the system, or because understanding requires a
high level of technical sophistication [45, 101]. To overcome these challenges, researchers have
developed techniques inspired by the social sciences to audit algorithms for potential biases [84, 113].
Algorithm audits have been used to examine the personalization of search engine rankings [53, 64],
prices in online markets [17, 54, 80, 81], rating systems [37], and social media newsfeeds [33, 71].

While algorithm audits help to identify what an algorithm is doing, they don’t necessarily help
us to model the impact an algorithm is having. While field experiments can be controversial [69],
controlled behavioral experiments designed to mimic online environments provide a promising
avenue for isolating and investigating the impact that algorithms might have on the attitudes,
beliefs, or behavior of users. This approach addresses a frequently missing link between the com-
putational and social sciences [74]: a controlled test of an algorithm’s influence and an opportunity
to investigate design interventions that can enhance or mitigate it [30, 33, 35, 36, 78].

In this study, we focus on the influence of election-related ranking bias in web search on users’
attitudes, beliefs, and behaviors – the Search Engine Manipulation Effect (SEME) [30] – and explore
design interventions for suppressing it. While “bias” can be ambiguous, our focus is on the ranking
bias recently quantified by Kulshrestha et al. with Twitter rankings [71]. The research questions
we ask are:

(1) How does SEME replicate with a new election?
(2) Does alerting users to ranking bias suppress SEME?
(3) Does adding detail to the alerts increase their suppression of SEME?
(4) Do alerts alter search browsing behavior?
(5) How does bias awareness mediate SEME when alerts are, and are not, present?

To answer these questions, we developed a mock search engine over which we could exert complete
control. Using this platform, we conducted three experiments, one replicating SEME with a new
election, and two in which we implemented bias alerts of varying detail. To populate our search
rankings we collected real search results and webpages related to the 2015 election for Prime
Minister of the UK because it was projected to be a close race between two candidates. After
obtaining bias ratings of the webpages from independent raters, we manipulated the search engine
so that the ranking bias either (a) favored one specific candidate, or (b) favored neither candidate.
The number of votes for the candidates favored by the ranking bias increased by 39.0% in our

replication experiment, a figure within 2% of the original study [30]. As predicted, our design
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interventions altered users’ voting patterns, with a low detail alert suppressing votes for the favored
candidate to 22.1%, and a high detail alert reducing the effect to 13.8%. Somewhat counterintuitively,
we found that users’ awareness of the ranking bias suppressed SEME when an alert was present,
but increased SEME when no alert was present.

Our results provide support for the robustness of SEME and create a foundation for future efforts
to mitigate ranking bias. More broadly, our work adds to the growing literature that provides an
empirical basis to calls for algorithm accountability and transparency [24, 25, 90, 91] and contributes
a quantitative approach that complements the qualitative literature on designing interventions
for ranking algorithms [33, 35, 36, 93]. As regulators and academics have noted, the unregulated
use of such technologies may lead to detrimental outcomes for users [15, 27, 30, 55, 101, 113, 124],
and our results suggest that deploying external design interventions could mitigate such outcomes
while legislation takes shape. Our results also suggest that proactive strategies that prevent ranking
bias (e.g., alternating rankings) are more effective than reactive strategies that suppress the effect
through design interventions like bias alerts. Given the accumulating evidence [2, 92], we speculate
that SEME may be impacting a wide range of decision-making, not just voting, in which case the
search engine as we know it today might need to be strictly regulated.

The code and data we used are available at https://dataverse.harvard.edu/dataverse/biasalerts.

2 RELATEDWORK
An interdisciplinary literature rooted in psychology is essential to understanding the influence of
ranking bias. In this section, we briefly overview this work and discuss how it applies to online
environments and ranked information in particular. We conclude by exploring the literature on
resisting influence and design interventions to identify strategies for suppressing SEME.

2.1 Order Effects and Ranking Algorithms
Order effects are among the strongest and most reliable effects ever discovered in the psychological
sciences [29, 88]. These effects favorably affect the recall and evaluation of items at the beginning
of a list (primacy) and at the end of a list (recency). Primacy effects have been shown to influence
decision-making in many contexts, such as medical treatment preferences [7], jury decisions [62],
and increasing voting for the first candidate on a ballot [16, 56, 63, 68, 70, 100].

In online contexts, primacy has been shown to bias the way users navigate websites [26, 46, 89],
influence which products receive recommendations [51, 67], and increase bookings for top-ranked
hotels [32]. Experiments conducted on online ranking algorithms have demonstrated their influence
on users’ music preferences [111, 112], use of emotional language [69], beliefs about scientific
controversy [92], and undecided voters’ preferences [30].

Primacy effects have a particularly strong influence during online search [30, 92]. Highly ranked
search results attract longer gaze durations [48, 50, 77] and receive the majority of clicks [108],
even when superior results are present in lower ranked positions [60, 61, 95]. An ongoing study
on international click-through-rates found that in February 2017, 62.3% of clicks were made on
the first three results alone, and 88.6% of clicks were made on the first Search Engine Result
Page (SERP) [108]. Leveraging these behavioral primacy effects, the original SEME experiments
demonstrated that biasing search rankings to favor a particular candidate can (1) increase voting
for that candidate by 20% or more, (2) create shifts as high as 80% in some demographic groups,
and (3) be masked so that no users show awareness of the bias [30].

2.2 Attitude Change and Online Systems
Compared to newspaper readers and television viewers, search engine and social media users
are more susceptible to influence [11, 21, 23, 28, 30, 44]. This enhanced influence stems from
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several persuasive advantages that online systems have over traditional media [40]. For example,
online systems can: (1) provide a platform for constant, large-scale, rapid experimentation [66],
(2) tailor their persuasive strategies by mining detailed demographic and behavioral profiles of
users [1, 6, 9, 18, 121], and (3) provide users with a sense of control over the system that enhances
their susceptibility to influence [5, 41, 116, 118].
The processes through which users become aware of and react to algorithms has been a topic

of recent research interest [33–35, 37, 106]. On Facebook, the majority of people appear to be
entirely unaware that their Newsfeed is algorithmically ranked [36], and SEME demonstrated
how ranking bias can be masked yet still influence users [30]. Classifying bias awareness is not a
trivial task, however, with human coders trained to identify biased language achieving under 60%
accuracy [109]. Directly asking users about their awareness of an algorithm’s idiosyncrasies is also
problematic due to the possibility of creating demand characteristics [76, 119].

At present, search engines have an additional persuasive advantage in the public’s trust. A recent
report involving 33,000 people found that search engines were the most trusted source of news, with
64% of people reporting that they trust search engines, compared to 57% for traditional media, 51%
for online media, and 41% for social media [10]. Similarly, a 2012 survey by Pew found that 73% of
search engine users report that “all or most of the information they find is accurate and trustworthy,”
and 66% report that “search engines are a fair and unbiased source of information” [105].
Researchers have also suggested that the personalization algorithms in online systems can

exacerbate the phenomenon of selective exposure, where people seek out information that confirms
their attitudes or beliefs [42]. Eli Pariser coined the phrase “internet filter bubble” to describe
situations where people become trapped in a digital echo chamber of information that confirms and
strengthens their existing beliefs [96]. Researchers at Facebook have shown that selective exposure
occurs in the Newsfeed [4], though its impact on users is unclear.

2.3 Resisting Influence and Design Interventions
Fortunately, research on resistance offers insights for how unwanted influence can be mitigated or
suppressed [12, 43, 65, 79, 103]. Suggestions for fostering resistance can be broken down into two
primary strategies: (1) providing forewarnings [43, 49] and (2) training and motivating people to
resist [79, 120]. Forewarnings are often easier and more cost-effective to implement than motivating
or training people, and their effect on resistance can be increased by including details about the
direction and magnitude of the persuasive message [39, 120], providing specific, comprehensible,
and evidence-based counterarguments [78, 117], and including autonomy-supportive language in
warnings [83]. Part of the reason that forewarnings work is explained by psychological reactance
theory [12], which posits that when people believe their intellectual freedom is threatened – by
exposing an attempt to persuade, for example – they react in the direction opposite that of the
intended one [73, 107].
Areas where forewarnings have been applied with success include antismoking campaigns,

political advertisement critiques [65], educational outreach about climate change [117], and most
relevant here, a technological debiasing study that used alerts to minimize cognitive biases during
online searches for heath information [78]. Given recent research suggesting that the composition
and ranking of health information in online search can impact attitudes and beliefs about the
safety of vaccinations [2], Ludolph et al. utilized the Google custom search API to generate a set
of randomly ordered search results consisting of 50% pro-vaccination and 50% anti-vaccination
websites to test whether various warnings injected into Google’s Knowledge Graph box could
suppress the effects of the anti-vaccination information. Overall, Ludolph et al. found that generic
warnings alerting users to the possibility of encountering misleading information during their
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search had little to no effect on their knowledge and attitudes, unless the warning was paired with
comprehensible and factual information [78].

In the context of online media bias, researchers have primarily explored methods for curbing the
effects of algorithmic filtering and selective exposure [87, 96] rather than ranking bias [71]. In this
vein, researchers have developed services that encourage users to explore multiple perspectives [97,
98] and browser extensions that gamify and encourage balanced political news consumption [19,
20, 86]. However, these solutions are somewhat impractical because they require users to adopt
new services or exert additional effort.

Several user studies have explored the impact of ranking algorithms, but their focus has primarily
been on user experience and algorithm awareness [33, 35–37, 52]. For example, one study examined
15 users’ reactions to the annotation of blog search results as conservative or liberal, and found that
most users preferred interfaces that included the annotations [93]. While informative, small user
studies are not designed to quantify the impact of technology on behavior and decision-making.
Our focus here is on testing design interventions that provide users with the ability to identify bias
proactively – before information is consumed – and could be implemented without requiring users
to change services or exert additional effort.

3 METHODS AND DATA COLLECTION
The procedure for all three experiments followed the same general procedure used by Epstein and
Robertson in Study 2 of the original SEME experiments [30]. First, subjects were shown brief neutral
biographies (available in the Appendix) of two political candidates and then asked to rate them
in various ways and indicate who they would be more likely to vote for if the election were held
today. Second, subjects were given an opportunity to gather information on the candidates using a
mock search engine that we had created. Finally, subjects again rated the candidates, indicated who
they would be likely to vote for, and answered a question measuring awareness of ranking bias
in the search. We examined shifts in candidate preferences both within experiments and between
experiments. This procedure was approved by the Institutional Review Board (IRB) of the American
Institute for Behavioral Research and Technology (IRB#10010).

3.1 Experiment Design
We constructed a mock search engine that gave us complete control of the search interface and
rankings. To populate our mock search engine we identified an upcoming election that was expected
to be a close race between two candidates and used Google Search and Google News to collect real
search results and webpages related to the two candidates in the month preceding the experiments.
The election was the 2015 Election for Prime Minister of the UK between incumbent David Cameron
and his opponent Ed Miliband.
To construct biased search rankings we asked four independent raters to provide bias ratings

of the webpages we collected on an 11-point Likert scale ranging from -5 “favors Cameron” to +5
“favors Miliband”. We then selected the 15 webpages that most strongly favored Cameron and the
15 that most strongly favored Miliband to create three bias groups (Figure 1a):

(1) In the Cameron bias group, the results were ranked in descending order by how much they
favored David Cameron.

(2) In the Miliband bias group, the results were ranked in descending order by how much they
favored Ed Miliband: the mirror image of the Cameron bias group rankings.

(3) In the neutral group, the results alternated between favoring the two candidates in descend-
ing order.
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Fig. 1. Ranking manipulations for the three experiments, and example bias alerts.

All subjects had access to the same 30 results, which were equally distributed across five SERPs,
but the ranking of the results depended on subjects’ bias group assignment. The query in the
search engine was fixed as “UK Politics ‘David Cameron’ OR ‘Ed Miliband’”, and subjects could not
reformulate it. Subjects were given 15 minutes to use the search engine and could end the search
after they felt they had enough information to make a decision. In our instructions, which are
available in the Appendix, we asked subjects to do at least some research on the candidates before
ending the search. It terms of Kulshrestha et al’s formulas [71], we found a ranking bias of -2.86 for
the Cameron bias group, 2.83 for the Miliband bias group, and -0.39 for the neutral group.
On top of assignment to a bias group, subjects were randomly assigned to one of three alert

experiments. We drew from the literature on decision-making and design intervention to implement
so-called debiasing strategies for improving decision-making in the presence of biased informa-
tion [39, 78, 82]. Specifically, we constructed and placed alerts in the search results produced by
our mock search engine that provided forewarnings with salient graphics, autonomony-supportive
language, and details on the persuasive threat [39, 82]:1

1Although Fischoff proposes two additional strategies, providing feedback and providing training [39], we did not investigate
these strategies. The former would necessitate storing subjects’ browsing history, while the latter would require costly and
inconvenient training of subjects.
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(1) In the no alert experiment, subjects saw the 30 search results depending on their bias group
assignment.This replicates Study 2 from the original SEME experiments [30].

(2) In the low alert experiment, subjects saw a banner at the top of the search results that
contained a caution symbol and a message informing subjects that their search rankings
were biased towards one candidate or the other (Figure 1b). The candidate name displayed in
the warning depended on bias group assignment. Subjects in the neutral group received an
identically formatted alert, but it stated that “The current page of search rankings you are
viewing does not appear to be biased in favor of either candidate.”

(3) In the high alert experiment, subjects saw the same banner as subjects in the low alert
experiment, but also received notifications to the left of each search result illustrating which
candidate it favored (Figure 1c).

3.2 Procedure
After providing informed consent and answering basic demographic questions, subjects were
instructed to carefully read two brief, neutral biographies of David Cameron and Ed Miliband.
Subjects then rated the two candidates on 10-point Likert scales with respect to their overall
impression of each candidate, how much they trusted each candidate, and how much they liked
each candidate. Subjects also indicated their likelihood of voting for one candidate or the other on
an 11-point Likert scale where the candidates’ names appeared at opposite ends of the scale and
0 indicated no preference, as well as on a binary choice question where subjects indicated who
they would vote for if the election were held today. The appearance of the candidates’ names in the
biographies and all of the rating scales was counterbalanced.
Following the pre-test, subjects were given an opportunity to conduct background research

on the candidates using our mock search engine. After completing the web research, subjects
again rated the candidates and indicated their voting preferences. Upon submitting the post-search
questions, we probed subjects’ awareness of the search ranking bias with two non-leading questions.
We asked: “While you were doing your online research on the candidates, did you notice anything
about the search results that bothered you in any way?” and prompted subjects to explain what
had bothered them in a free response format: “If you answered "yes," please tell us what bothered
you.” We did not directly ask subjects whether they had “noticed bias” to avoid the inflation of false
positive rates that leading questions can cause [76, 119].
We adopted the same measure used in the original SEME study to detect subjects’ awareness

of ranking bias from their free responses. Similar to the measure recently used by Eslami et al. ,
our method relies on a two rule coding scheme and keyword matching to classify users as aware
or unaware [37]. Specifically, we count subjects as aware of the bias if they (1) left a comment
to explain how something about the search results had “bothered” them, and (2) their comment
contained words or phrases that indicated awareness of the ranking bias (e.g., “biased,” “slanted,” or
“skewed”) [30]. The full set of predefined terms is available in the Appendix. This measure likely
underestimates the true proportion of detections, as some subjects may have noticed the bias but
(1) not commented at all, or (2) used words or phrases not in our set. Thus, our measure provides a
lower-bound estimate of bias awareness.

3.3 Participants
We recruited 3,883 subjects between April 28, 2015 and May 6, 2015 on Amazon’s Mechanical
Turk (AMT; https://mturk.com), a subject pool frequently used by behavioral, economic, and social
science researchers [8, 13, 102]. We excluded from our analysis subjects who reported an English
fluency level of 5 or less (on a scale of 1 to 10) (n=26). We randomly assigned 3,600 of the remaining
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Fig. 2. Search metric averages by experiment. In (b) and (c) the vertical lines represent the start of a new
SERP. Error bars represent 95% confidence intervals. Plot points are jittered horizontally to avoid overlap.

3,857 subjects into three alert experiments consisting of 1,200 subjects each. Each experiment had
balanced ns for both the bias group and counter-balancing group assignments.

In aggregate, participating subjects were primarily from the US (85.9%) and India (10.8%), with a
mean age of 32.8 (SD = 10.3) and a mean self-reported English fluency of 9.8 (SD = 0.61). Subjects
were demographically diverse (Table 1 in the Appendix), and reported conducting an average of
16.3 web searches per day (SD = 25.2), a figure similar to that (15.3) found in previous SEME research
conducted with subjects from AMT [30]. 88.5% reported having previously used search engines to
find information about political candidates. Our sample was also largely college educated, with
63.6% reporting a bachelors degree or higher, liberal leaning (47.9%), and with a median income of
$30,000 to $45,000. Subjects reported a mean familiarity of 5.2 with candidate David Cameron and
a mean familiarity of 2.8 with candidate Ed Miliband on 10-point Likert scales.

4 ANALYSIS
We conducted between-subjects comparisons of search behaviors and candidate preferences by
alert experiment, as well as within-subjects comparisons of subjects’ pre- and post-search candidate
ratings and voting preferences by bias group. We also investigated differences in subjects’ shifts as
a function of various demographic groups, search behavior, and awareness of the ranking bias.

4.1 Search Metrics
We examined whether the bias alerts had an impact on the browsing behavior of subjects in the
two treatment groups combined with regard to average time on each SERP, time on each webpage,
and clicks on each search result (Figure 2). Utilizing Kolmogorov-Smirnov (K-S) tests of differences
in distributions, we found significant differences in the patterns of time spent on the 30 webpages
between subjects in the no alert experiment (correlation with ranking: Spearman’s ρ = -0.836, P
<0.001) and the high alert experiment (ρ = -0.654, P <0.001) (K-S D = 0.467, P <0.01), and between
subjects in the low alert experiment (ρ = -0.719, P <0.001) and the high alert experiment (K-S D =
0.400, P <0.01), but not between subjects in the no alert experiment and the low alert experiment
(K-S D = 0.200, P = 0.301).

Similarly, we also found significant differences in the patterns of clicks that subjects made on
the 30 webpages between subjects in the no alert experiment (ρ = -0.865, P <0.001) and the high
alert experiment (ρ = -0.795, P <0.001) (K-S D = 0.500, P <0.001), and between subjects in the low
alert experiment (ρ = -0.876, P <0.001) and the high alert experiment (K-S D = 0.367, P <0.05), but
not between subjects in the no alert and the low alert experiments (K-S D = 0.300, P = 0.07).
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Among all conditions, we found that differences in the patterns of time and clicks on the individual
rankings primarily emerged on the first SERP, but less so on the second, fourth, and fifth SERPs
(Figure 2). In the high alert experiment, where subjects could see the bias shift from favoring one
candidate to the other on the 16th result, we observed a substantial increase in both time and clicks
compared to subjects in the no alert and low alert experiments. We observed a similar trend for
time spent on SERPs (Figure 2), but K-S tests comparing the three experiments were not significant.

4.2 Attitude Shifts

Candidate Ratings. Prior to the web research, we found no significant differences among the
three groups with regard to any of the candidate ratings – trust, liking, and overall impression.
After the web research, significant differences (all P <0.001) emerged for all ratings in the no alert
and low alert experiments. In the high alert experiment, none of the post search ratings were
significant for Cameron, but all three were significant for Miliband (Table 2 in the Appendix).
For each candidate rating we also calculated a PostSearch − PreSearch shift and compared

the shifts we observed in the bias groups relative to the shifts we observed in the neutral group
(Figure 3a). Using Mann-Whitney U tests, we found that the mean shifts in candidate ratings
for the bias groups significantly converged on the mean shift found in the neutral group as the
level of detail in the alerts increased, with high alerts creating higher convergence than low alerts
(Figure 3a).

Candidate Preferences. Prior to web research, there were no significant differences in subjects’
reported likelihood of voting for the two candidates among the three groups (Table 3 in the
Appendix). Following the web research, significant differences emerged among all three groups and
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the voting preferences of subjects in the two bias groups diverged by 2.71 in the no alert experiment
(compared to 3.03 in the original study [30]), 1.70 in the low alert experiment, and 0.75 in the high
alert experiment. As with candidate ratings, we found that the mean shifts in candiate preference
in the two bias groups converged on the mean shift found in the neutral group as the alert level
increased (Figure 3b).

4.3 Vote Shifts

VMP. Utilizing subjects’ responses to the binary vote question, we examined the Vote Manip-
ulation Power (VMP) measure developed in earlier research on SEME [30]. VMP is the percent
change in the number of subjects, in the two bias groups combined, who indicated that they would
vote for the candidate who was favored by their search rankings. That is, if x and x ′ subjects in the
bias groups said they would vote for the favored candidate before and after conducting the search,
respectively, then VMP = (x ′ − x)/x .
We found a VMP of 39.0% (95% confidence interval [CI], 34.2-43.9%; χ 2 = 109.498, P <0.001) for

subjects in the no alert experiment, which closely mirrored the 37.1% VMP found previously [30].
The VMP was suppressed to 22.1% (95% CI, 18.0-26.2%; χ 2 = 49.796, P <0.001) in the low alert
experiment, and to 13.8% (95% CI, 10.3-17.3%; χ 2 = 17.112, P <0.001) in the high alert experiment
(Figure 3c). Compared to no alert, low alerts suppressed the effect by 16.9 percentage points (95%
CI, 10.4-23.5%; χ 2 = 25.877, P <0.001) and high alerts suppressed it by 25.2 percentage points (95%
CI, 19.0-31.4%; χ 2 = 61.006, P <0.001). The difference in suppression between the low alert and high
alert experiments was 8.3 percentage points (95% CI, 2.7-13.9%; χ 2 = 8.398, P <0.001), confirming
the impact of detailed alerts [39].

As in previous SEME experiments, we found differences in subjects’ susceptibility to VMP by user
characteristics, as well as variance in the effectiveness of the alerts by user characteristics (Figures 6
and 7 in the Appendix). To examine if the VMP differences we observed between the two bias groups
(Figure 3c) were affected by subjects’ familiarity with Cameron, we examined how familiarity with
each candidate affected VMP in each bias group separately. To do this, we simplified familiarity from
the 10-point Likert scales to either “high” (Familiarity > 5) or “low” (Familiarity ≤ 5) familiarity with
each candidate, and then compared the VMPs we found by experiment and bias group (Figure 4).
In the no alert experiment, we found that high familiarity with either candidate reduced VMP in
the Cameron bias group and increased VMP in the Miliband group, but this relationship largely
disappeared in the alert experiments. Interestingly, we also found that familiarity with Cameron
was correlated with a slight preference for Miliband on the pre-search candidate preference measure
(ρ = 0.18, P <0.001), suggesting that familiarity with Miliband made subjects less likely to shift their
vote toward him, and more likely to vote against him after being exposed to SEME, even when the
ranking bias was in his favor.

Percent Difference. It is useful to consider not just the percent change in voting for the favored
candidate after search – VMP – but also the more granualar percent difference in voting for either
candidate relative to the group total. That is, how many people shifted toward (positive) and away
(negative) from the candidate favored by the rankings?

We examined the number of subjects who shifted their votes toward or away from the candidate
favored by their bias group. For the neutral group, we measure votes toward Miliband as positive
and shifts toward Cameron as negative. We found a significant decrease in the proportion of positive
shifts between the no alert and low alert condition (χ 2 = 15.188, P < 0.001) and between the no
alert and high alert condition (χ 2 = 26.718, P < 0.001), but not between the low alert and high
alert condition (χ 2 = 1.512, P = 0.22). We also found no significant increase in the proportion of
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negative shifts between the no alert and low alert condition (χ 2 = 0.068, P = 0.79) or between
the low alert and high alert condition (χ 2 = 3.715, P = 0.05), but a significant increase did emerge
between the no alert and high alert conditions (χ 2 = 5.326, P < 0.05) (Table 4 in the Appendix).

We also found significant differences in positive and negative shifts among the three groups in
each experiment (Figure 5). Specifically, we found highly significant differences among the three
groups in the no alert and low alert experiments (both P <0.001), but less significant differences
among the three groups in the high alert experiment (P <0.05). More generally, as with candidate
ratings and preferences, we found that the shifts in voting patterns for the bias groups converged
on the shifts found in the neutral group as the level of the alert increased. We also found that
positive shifts toward Miliband were more resistant to suppression compared to positive shifts
toward Cameron (Figure 5).

4.4 Bias Awareness
We found 8.1% of subjects that showed awareness of the bias in the no alert experiment, a figure
identical to the 8.1% awareness rate found by Eslami et al. in their audit of Booking.com [37], and
similar to the 8.6% of subjects who showed awareness in the original study [30]. The percentage of
subjects showing bias awareness increased to 21.5% in the low alert experiment, and 23.4% in the
high alert experiment. Compared to the no alert experiment, the proportion of subjects showing
bias awareness significantly increased in the low alert (χ 2 = 55.653, P <0.001) and high alert (χ 2
= 68.960, P <0.001) experiments. Compared to the low alert, the high alert did not significantly
increase awareness (χ 2 = 0.704, P = 0.401). Interestingly, we found that aware subjects were more
likely than unaware subjects to click on lower ranked results in the no alert (K-S D = 0.333, P <0.05),
low alert (K-S D = 0.433, P <0.01), and high alert (K-S D = 0.467, P <0.01) experiments.

In the no alert experiment, subjects who appeared to be aware of the bias shifted further in the
direction of the favored candidate (VMP = 67.9%, 95% CI, 50.6-85.2%; χ 2 = 17.053, P <0.001) than
subjects who did not show awareness of the bias (VMP = 36.8%, 95% CI, 31.9-41.8%; χ 2 = 92.130,
P <0.001), and this difference was significant (χ 2 = 9.265, P <0.01), a result consistent with past
research on SEME [30]. This effect was reversed in the low alert experiment, where subjects who
showed awareness of the bias had a VMP of 16.7% (95% CI, 8.7-24.6%; χ 2 = 4.971, P <0.05) and those
who did not appear to be aware of the bias manipulation had a VMP of 23.6% (95% CI, 18.9-28.3%;
χ 2 = 45.161, P <0.001). In the high alert experiment, the VMP for subjects who showed awareness
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of the bias was not significant at 15.9% (95% CI, 7.9-23.8%; χ 2 = 3.512, P = 0.06), and the VMP for
subjects who did not show awareness dropped further to 13.3% (95% CI, 9.4-17.1%; χ 2 = 13.009, P
<0.001).

5 DISCUSSION
Our findings provide additional evidence for the robustness of SEME [30] and new evidence that
design interventions that alert people to election-related search ranking bias can significantly
suppress SEME (Figure 3c), increase the proportion of users who show bias awareness, and shift
the browsing patterns of users to lower ranked results (Figure 2). Consistent with the debiasing
literature [39, 78, 117] we found that more detailed alerts (Figure 1c) suppressed SEME more than
less detailed alerts (Figure 1b). This enhanced suppression appears to be due to the deeper searches
conducted by subjects in the high alert experiment (Figure 2), as these deeper searches were also
associated a decrease in VMP (Figure 7 in the Appendix).

Our results show that bias alerts might operate by reducing the number of votes that shift toward
and increasing the number of votes that shift away from the candidate favored by the ranking bias
(Table 4 in the Appendix), suggesting reactance to the persuasive threat we exposed [12]. However,
despite the additional suppression of the high alerts, the lowest VMP was found among the neutral
group subjects: rankings alternating between favoring the two candidates prevented SEME.
It is unclear why shifts toward Miliband were stronger and more resistant to the bias alerts

(Figure 5). It is possible that Ed Miliband, the liberal candidate, was disproportionately favored by
our liberal leaning sample (Table 1 in the Appendix), or that the discrepancy in subjects’ mean
familiarity with the two candidates (5.2 for Cameron and 2.8 for Miliband) affected their voting
patterns. We find that this enhanced familiarity with Cameron actually disadvantaged him in the
no alert experiment, even when the ranking bias was in his favor, but this disadvantage largely
disappeared when a result was present (Figure 4) and does not explain the consistent differences in
bias group VMPs across experiments (Figure 3c). Although the ranking bias of the search rankings
seen by the two bias groups was nearly identical, it is possible that the search results and webpages
that favored Cameron were somehow less persuasive than those that favored Miliband.
As with previous research on SEME [30], and with research on attitude change and influence

more generally [3, 72, 120], we found that subjects vary in their susceptibility to SEME, as well as
in their responsiveness to the alerts, based on their personal characteristics (Figure 6 and Figure 7
in the Appendix). This should give researchers concerned about the potential misuse of ranking
algorithms pause, since the technologies needed to target individuals susceptible to SEME are
already ubiquitously employed for advertising and personalization purposes [1, 96, 121]. Even more
troubling is the fact that such personalization, in combination with the ephemerality of search
engine rankings, makes detection of ranking bias an extremely difficult task that requires either
complete cooperation of the search engine with regulators, or an extensive independent monitoring
system [31, 53, 64].
As more people turn to the internet for political news [85, 115], designing systems that can

monitor and suppress the effects of algorithm biases, like ranking bias, will play an increasingly
important role in protecting the public’s psychological vulnerabilities. Indeed, one recent study
found evidence of election-related ranking bias in Twitter search [71], and our results suggest that
this ranking bias could have had a large impact on users. The recent proliferation of misinformation
during the 2016 U.S. election is also relevant here, as the consumption of “fake news” is inherently
tied to the rank at which it appears in search and social media [4, 48], and its impact could be
amplified at higher rankings. Indeed, both Google and Facebook have begun rolling out their own
fact checking “tags” and “marks” that somewhat resemble our detailed alerts [38, 47]. However,
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internal efforts such as these come with notable transparency concerns due to the private and
proprietary nature of their data [104].

Given the slow pace at which legislation moves relative to technology [101], our findings provide
a foundation for suppressing SEME, and potentially the effects of other ranking algorithms, that
does not require the cooperation of the entities in charge of the algorithm. However, our finding
that SEME was only completely prevented when the rankings reflected an equal-time rule suggests
that election-related search results might need to be regulated [30]. Further research is needed
to examine how SEME operates within social media platforms as well as how personalization of
rankings might enhance the effect [110].

Real-time automated bias detection could potentially be achieved by utilizing a Natural Language
Processing (NLP) approach. One could utilize opinions [75], sentiment [99], linguistic patterns [109],
word associations [14], or recursive neural networks [59] with human-coded data to classify biased
language. Bias would have to be defined on a case-by-case basis. For election-related bias, one
might consider the degree to which a search result or webpage favors a particular candidate as we
did. Given that negative information can have a stronger impact than positive information [58], it is
possible that using separate positive and negative scales would provide more information than the
bipolar scale we used. Along with relevant controls for noise [53, 64], this bias detection method
could be packaged into a browser extension that conducts systematic analyses [17, 53–55, 64, 71]
and injects detailed alerts to forewarn users when ranking bias is detected. As a practical matter,
classifying the bias of media outlets rather than individual webpages could provide a simpler route
forward [86], but would also reduce the granularity of the bias detection.

5.1 Awareness of Bias
Awareness of ranking bias appears to suppress SEME only when it occurs in conjunction with a
bias alert, perhaps because an alert is a kind of warning–inherently negative in nature. Our results
here are potentially limited by our crude measure of awareness, yet we were able to replicate
the awareness levels found in prior SEME research within a percentage point, and the significant
differences in search behavior and VMP by our awareness measure provides some face validity.
Awareness of ranking bias in the absence of bias alerts might increase VMP because people

perceive the bias as a kind of social proof [111, 112], made all the more powerful because of the
disproportionate trust people have in search rankings [10, 95, 105]. The user’s interpretation might
be, “This candidate MUST be good, because even the search results say so.”

5.2 Limitations
One limitation of this study is that subjects were exposed to biased search rankings only once in a
controlled environment. In real life, people are exposed to a variety of sources at multiple times,
and these mere exposures will influence their attitudes to some degree [122, 123]. Similarly, in real
web search, people craft their own queries and frequently reformulate them before going past the
first page of search results [60].
It is possible that allowing subjects to reformulate their query while still serving them biased

rankings would (1) reduce the number of subjects who browse past the first page of results, and (2)
instill subjects with an artificial sense of control over the search results and thereby increase the
impact of the ranking bias [5, 41].
Our ability to accurately model the impact of SEME on real elections is also limited in several

respects. First, we tested maximal experimental manipulations by selecting the most biased results
to include in our mock search engine. It is unclear how more subtle ranking biases would affect the
magnitude of SEME. Second, we did not measure subjects’ familiarity with the partisan platforms
and websites of UK politics. Familiarity with such cues could reduce the novelty and interpretation
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of the information in the search results and reduce the effects we observed. Third, our sample is not
representative of the UK voting population. Similar to the study we replicated, we simply used an
MTurk sample that was largely (1) unlikely to know the outcome of the election, and (2) unlikely
to have strong opinions on the candidates. For these reasons the results from our work should be
interpreted as an upper-bound on the influence that ranking bias can have on undecided voters
conducting online searches.
Our findings on bias awareness are also limited. Measuring bias awareness is difficult not only

in experimental settings where leading questions can create demand characteristics, but also in
real-world data where users have limited opportunities to express awareness [37]. It is possible
that additional behavioral data, such as mouse hovering, could provide a stronger signal for bias
awareness.
Lastly, we have limited ability to measure the decay of the suppresive effect generated by our

alerts. It is possible that if alerts were not presented on subjects’ subsequent searches the suppression
would be diminished or eliminated altogether. These questions are left to future investigations.

A APPENDIX
A.1 Candidate Biographies
“David Cameron. Born on October 9, 1966 in London, England. Cameron was educated at Heather-
down School and later at Eton College, where he entered two years early due to high academic
achievement. He studied at the University of Oxford, where he earned his Bachelor of Arts in
Philosophy, Politics, and Economics. After graduation, Cameron worked for the Conservative
Research Department between 1988 and 1993, and subsequently served as Special Adviser to the
Chancellor and Home Secretary. He was elected to Parliament in 2000 after a string of unsuccessful
attempts to secure a seat. In 2005, he was elected Leader of the Opposition and Leader of the
Conservative party. In 2010, at age 43, at the recommendation of resigned Prime Minister Gordon
Brown, Cameron became the youngest British Prime Minister since Lord Liverpool. He is married
to Samantha Gwendoline Sheffield, with whom he has four children.

Ed Miliband. Born on December 24, 1969 in the London Borough of Camden, England. Miliband
moved around England frequently while growing up - his family following his father’s teaching
work. He entered Oxford University in 1989, where he studied Philosophy, Politics, and Economics.
After graduation, Miliband was encouraged by then Shadow Chancellor Gordon Brown to attend the
London School of Economics where he would obtain a Masters of Science in Economics. Miliband
served as Special Adviser from 1997 to 2002. After spending some time in the United States teaching
at Harvard, Miliband was elected to Parliament in 2005. In 2010, after Gordon Brown’s resignation as
Prime Minister and Leader of the Labour Party, Miliband was elected the Leader of the Opposition,
and at age 40, the youngest Leader of the Labour Party ever. In 2011, he married barrister Justine
Thornton, with whom he has two children.”

A.2 Search Instructions
“You will now be given the opportunity to conduct some research on the previously mentioned
candidates using our special internet search engine called Kadoodle. Your goal is to try to clarify
your views on each candidate so that you are better able to decide which one deserves your vote.
Use the search engine results we show you as you would normally use any search engine results,
and please do not use other search engines to help you. That will invalidate your participation in
our study. If you would like to conduct further research on the candidates after you complete our
study, go right ahead, but please complete our study first! You will have a total of 15 minutes to
conduct your search, and the program will automatically let you know when the time is up. Please
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do NOT close the window after conducting your search, doing so will make it impossible for you
to complete the survey. Instead, if you feel you have enough information to make a clear choice
between the candidates, you may end your search early by clicking End Search in the upper left
corner of the results page.”

A.3 Supplementary Tables and Figures

Table 1. Aggregate demographics for our sub-
jects.

Demographic n %

Gender Female 1636 45.4%
Male 1964 54.6%

Education None 10 0.3%
Primary 153 4.2%
Secondary 1146 31.8%
Bachelors 1712 47.6%
Masters 506 14.1%
Doctorate 73 2.0%

Ethnicity Asian 613 17.0%
Black 218 6.1%
Hispanic 172 4.8%
White 2410 66.9%
Mixed 144 4.0%
Other 43 1.2%

Income Under 15,000 534 14.8%
$15,000 to 30,000 744 20.7%
$30,000 to 45,000 573 15.9%
$45,000 to 60,000 537 14.9%
$60,000 to 75,000 400 11.1%
$75,000 to 100,000 384 10.7%
$100,000 to 150,000 203 5.6%
$150,000 and over 95 2.6%
I prefer not to say 130 3.6%

Marital Divorced 231 6.4%
Married 1393 38.7%
Never married 1917 53.2%
Separated 37 1.0%
Widowed 22 0.6%

Employed Yes 2902 80.6%
No 698 19.4%

Political view Conservative 555 15.4%
Moderate 1101 30.6%
Liberal 1723 47.9%
Other 67 1.9%
None 154 4.3%

Religion Christianity 1529 42.5%
Hinduism 318 8.8%
Islam 56 1.6%
Other 283 7.9%
None 1328 36.9%
I prefer not to say 86 2.4%

Country United States 3093 85.9%
India 389 10.8%
Other 118 3.3%
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Table 2. Mean and standard error of candidate ratings by group and experiment pre- and post- search.

Bias Group

Experiment Variable Cameron Miliband Neutral K-W χ 2 M-WU

No Alert

Pre

Impression Cameron 7.18 (0.10) 7.22 (0.10) 7.25 (0.10) 0.294 78432.0
Miliband 7.42 (0.09) 7.35 (0.09) 7.26 (0.09) 0.498 81352.5

Likable Cameron 7.11 (0.10) 7.14 (0.10) 7.10 (0.10) 0.181 79146.5
Miliband 7.23 (0.09) 7.23 (0.09) 7.14 (0.09) 0.269 79280.5

Trust Cameron 6.20 (0.11) 6.35 (0.11) 6.41 (0.12) 1.982 76821.5
Miliband 6.34 (0.10) 6.43 (0.10) 6.29 (0.11) 1.374 77417.5

Post

Impression Cameron 6.83 (0.12) 5.02 (0.13) 6.14 (0.12) 98.336*** 111425.0***
Miliband 5.36 (0.12) 7.42 (0.10) 6.21 (0.11) 161.494*** 39799.0***

Likable Cameron 6.66 (0.12) 4.92 (0.13) 6.04 (0.12) 94.663*** 110740.5***
Miliband 5.47 (0.11) 7.30 (0.10) 6.39 (0.11) 135.928*** 42517.5***

Trust Cameron 6.13 (0.13) 4.72 (0.13) 5.64 (0.13) 58.773*** 104191.0***
Miliband 4.95 (0.12) 6.78 (0.11) 5.98 (0.12) 123.786*** 44352.5***

Low Alert

Pre

Impression Cameron 7.00 (0.11) 7.14 (0.10) 7.04 (0.10) 0.969 77434.0
Miliband 7.43 (0.09) 7.41 (0.08) 7.42 (0.08) 0.228 81440.5

Likable Cameron 6.87 (0.11) 6.97 (0.10) 6.92 (0.10) 0.604 77601.0
Miliband 7.21 (0.09) 7.20 (0.09) 7.36 (0.08) 0.715 80951.5

Trust Cameron 6.04 (0.12) 6.17 (0.11) 6.09 (0.12) 0.539 77643.5
Miliband 6.34 (0.10) 6.32 (0.10) 6.44 (0.10) 0.335 80871.0

Post

Impression Cameron 6.40 (0.12) 5.48 (0.12) 6.02 (0.12) 31.123*** 97828.0***
Miliband 5.91 (0.11) 7.00 (0.10) 6.29 (0.11) 57.876*** 56022.5***

Likable Cameron 6.30 (0.12) 5.47 (0.12) 5.93 (0.12) 23.533*** 95559.0***
Miliband 6.02 (0.11) 6.96 (0.10) 6.36 (0.11) 43.392*** 58951.5***

Trust Cameron 5.90 (0.13) 5.05 (0.12) 5.47 (0.13) 22.980*** 95569.5***
Miliband 5.55 (0.11) 6.45 (0.11) 5.94 (0.11) 36.630*** 60541.5***

High Alert

Pre

Impression Cameron 6.92 (0.11) 7.16 (0.10) 7.03 (0.10) 2.669 74800.0
Miliband 7.38 (0.09) 7.46 (0.09) 7.47 (0.09) 0.572 77970.0

Likable Cameron 6.67 (0.11) 6.96 (0.10) 6.88 (0.11) 3.666 74074.5
Miliband 7.19 (0.09) 7.15 (0.09) 7.25 (0.09) 0.990 81153.5

Trust Cameron 5.78 (0.12) 6.15 (0.11) 6.08 (0.12) 5.264 72852.0
Miliband 6.16 (0.11) 6.30 (0.10) 6.41 (0.10) 2.730 76503.5

Post

Impression Cameron 5.86 (0.12) 5.49 (0.12) 5.89 (0.11) 7.429 87404.0
Miliband 5.94 (0.11) 6.64 (0.10) 6.56 (0.10) 28.810*** 64390.0***

Likable Cameron 5.80 (0.12) 5.48 (0.12) 5.87 (0.12) 5.755 85933.0
Miliband 6.04 (0.11) 6.55 (0.10) 6.57 (0.10) 17.484** 68864.5**

Trust Cameron 5.28 (0.13) 5.02 (0.12) 5.35 (0.12) 3.371 84317.5
Miliband 5.46 (0.11) 5.95 (0.11) 5.95 (0.11) 13.220* 69729.5*

*P < 0.05; **P < 0.01; ***P < 0.001.

Table 3. Subjects mean voting preferences (standard error)
before and after completing the web research on the 11-point
bipolar scale.

Bias Group

Experiment Cameron Miliband Neutral K-W χ 2 M-WU

No Alert Pre 0.09 (0.16) 0.20 (0.16) 0.24 (0.15) 0.445 78373.5
Post 1.09 (0.16) -1.62 (0.16) 0.02 (0.17) 125.505*** 115672.0***

Low Alert Pre -0.12 (0.16) -0.04 (0.16) 0.06 (0.16) 0.761 78844.5
Post 0.61 (0.16) -1.09 (0.16) 0.00 (0.17) 54.984*** 103890.5***

High Alert Pre -0.37 (0.15) 0.01 (0.15) -0.31 (0.16) 3.755 74168.0
Post 0.03 (0.16) -0.72 (0.15) -0.44 (0.16) 10.855** 90613.5**

*P < 0.05; **P < 0.01; ***P < 0.001.

Table 4. Shift in voting toward the candi-
date favored by bias group (+1), away from
that candidate (-1), or no shift (0).

Vote Shift

Experiment Bias group -1 0 1 χ 2

No Alert
Cameron 24 294 82

41.165***Miliband 5 295 100
Neutral 39 309 52

Low Alert
Cameron 16 335 49

18.990***Miliband 16 313 71
Neutral 36 317 47

High Alert
Cameron 26 333 41

12.547*Miliband 24 315 61
Neutral 42 317 41

*P < 0.05; **P < 0.01; ***P < 0.001.
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A.4 Bias Awareness
The keywords and phrases we used to identify bias awareness were: “biased” “bias” “leaning
towards” “leaning toward” “leaning against” “slanted” “slanted toward” “skewed” “skewed toward”
“results favor” “results favored” “one sided” “favorable toward” “favorable towards |favorable for”
“favorable against” “favorable results” “favored towards” “favored toward” “favored for” “favored
against” “favored results” “favour toward” “favourable towards” “favourable toward” “favourable
for” “favourable against” “favourable results” “favoured towards” “favoured toward” “favoured for”
“favoured against” “favoured results” “favour toward” “results favour” “results favoured” “favor
Cameron” “favor Miliband” “favour Cameron” “favour Miliband” “pro Cameron” “pro Miliband”
“pro-Cameron” “pro-Miliband” “Cameron leaning ” “Miliband leaning” “negative toward” “negative
for” “negative against” “postive toward” “postive for” “postive against” “all postive” “all negative”
“mainly positive” “mainly negative” “mostly positive” “mostly negative” “more negativity” “nothing
positive” “nothing negative” “more results for” “less results for” “most of the articles were negative”
“most of the articles were positive.”
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